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Abstract

This paper presents a short project notes and
recommendations on the annotation shared
task. The paper is divided into 4 parts:
overview of the shared task; notes on anno-
tation tool; points on annotation manual; and
deeper investigation that can be done on the
next cycle of the shared task.

1 Shared Task

The goal of the shared task is to crowd-source im-
age annotations from different groups of partici-
pants. This is part to develop the VoxML (Puste-
jovsky and Krishnaswamy, 2016) into an ISO Stan-
dard for the representation of visual information.
The use of crowdsourcing approach to gather an-
notations ensures a large number of contributors
for fast and efficient development of voxicon (i.e.
library of object defined within VoxML).

In the shared task, participants are instructed to
annotate as many images as possible using the pro-
vided tool1 that must be installed. A guideline how
the images should be annotated is also provided.

2 Annotation Tool

The annotation tool utilized in the shared task is
shown in Figure 1. The tool can easily be used by
anyone even a non-computing background user. It
has a clean design and well-structured organization
to provide a smooth user experience. Below is
the list of recommendations that can be adopted to
improve the user’s experience for utilizing the tool:

Technical Guideline: Non-computing users
might face technical problems when in-
stalling/setting the tool on local device. A
technical guideline with step-by-step procedure
and images on how the tool should be installed

1https://github.com/csu-signal/VoxML-Track-
Annotation-2021

must be included. The guideline must show what
the user should expect to see after each step is
accomplished.

Skip Button: There are some images that are
hard to analyze and takes time to annotate. In order
to maximize the good quality of annotation from
the user, a skip button should be added. Skipped
image can be rolled again to the user at least after
10 new images.

Delete Button (add object): Accidentally press-
ing the “add object” in the tool is inevitable. Fur-
thermore, the tool does not allow the user to sub-
mit the annotation if the additional object is blank.
Thus, delete button is necessary to avoid this case.

Figure 1: The interface of the tool.



3 Annotation Manual

The annotation manual provides a detailed expla-
nation on how the annotators will annotate (see
section 1 and 2 of the manual) the different im-
ages using the tool. The example annotation (see
section 3 of the manual2) provided to the users
is very helpful as reference for annotating the im-
ages. Furthermore, it gives an overview of what
the shared task is all about (see section 4 of the
manual). Below is the list of recommendations that
can be added in the manual:

Research Ethics: A short discussion of research
ethics considered in the study must be added. It
is important to discuss with the annotators the
ethics associated to research, especially on the pho-
tographs of people (Wiles et al., 2008).

Relations: The manual should provide a com-
plete list of word relations that can be used by the
annotators. This is to ensure that all annotators will
use the same set of vocabulary.

Depicted Action3: A template on how the par-
ticipants will annotate a depicted action must be
provided. It will ensure that annotators will have
the same way of writing the action. This will an-
swer the question: “Are the annotators will also
use the format To <activity>, <object> must and
checking the ‘Shown In Scene’ box?”

4 Deeper Investigation

Below is the list of recommendations that can be
considered on the next cycle of image annotation.

Basic Information: The tool should also record
some basic information of the annotators such as
age and race since these factors could affect the
quality of annotation produced.

Image Domain: The images provided are ran-
dom that came from a different domain. Thus, each
image consists of different objects and activities.
This makes the annotation hard since most images
are unrelated to each other. In order to solve this, it
will be much easier for the participants to annotate
images came from a specific domain. For exam-
ple, images that will be rolled are all sports-related,
school-related, or food-related.

2https://github.com/csu-signal/VoxML-Track-
Annotation-2021/blob/main/ISA-17-guideline.pdf

3The guide on how to annotate the depicted action is not
as clear on how to annotate the activity that is not depicted by
the image.

Emotion: Emotion depicted in the image, if any,
can also be added in annotation (Poretski et al.,
2019). Specifically, the six basic emotion (Ekman,
1992) or neutral can be adopted4 in annotation.

4In the tool, this can be implemented using radio button
for the ease of use.
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